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Task Description

Subtasks and Phases

Subtasks

1. Medical event (EVENT) and temporal expression (TIMEX3)
extraction

» spans + attributes (type, modality, degree, polarity for EVENTs and
class for TIMEX3s)
2. Temporal relation extraction

» Document Creation Time (DCT) relations between EVENTs and
documents (Before, Before-Overlap, Overlap, After)
» Containment relation extraction between EVENTSs and/or TIMEX3s
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Task Description

Subtasks and Phases

Subtasks
1. Medical event ( ) and temporal expression (TIMEX3)
extraction
> spans + attributes ( , : , for EVENTs and

class for TIMEX3s)
2. Temporal relation extraction

» Document Creation Time (DCT) relations between EVENTs and
documents (Before, Before-Overlap, Overlap, After)
» Containment relation extraction between EVENTs and/or TIMEX3s

Phases (domain adaptation)
1. Unsupervised: source and target domain are different

2. Semi-supervised: a little training data is given for the target domain

Julien Tourille (LIMSI, CNRS) LIMSI-COT at SemEval-2017 Task 12 August 4, 2017 4 /22



Medical Event and Temporal Expression Extraction

2. Medical Event and Temporal Expression Extraction
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Medical Event and Temporal Expression Extraction

Methodology

» Named Entity Recognition task (EVENT and TIMEX3 entities)

» Sequence labeling problem where each token of a given sentence is
assigned a label.
10B format (Inside, Outside, Beginning)

» Type attribute for medical events (3 types — 7 OB labels)

» Class attribute for temporal expressions (6 classes — 13 IOB labels)

» Two separate models for EVENT and TIMEX3 entities

v

The last time the dose was increased was in February 2010
O B-Date I-Date O B-N/A O B-N/A O O B-Date |-Date O
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Medical Event and Temporal Expression Extraction

Network Architecture

CRF

projection

concatenation

backward LSTM

forward LSTM

input
embeddings

EVENT

Figure: EVENT and TIMEX3 extraction - BiLSTM-CRF architecture
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Attribute and DCT Relation Classification

3. Attribute and DCT Relation Classification
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Attribute and DCT Relation Classification

Attribute Classification - Pipeline Structure

» Attribute (modality, degree, polarity, +#pe, €lass) and DCT relation
extraction seen as supervised classification problems

» Common pipeline structure: optimization via cross-validation of C,
number of features to keep and windows around entities via a
Tree-structured Parzen Estimator approach (Bergstra et al. 2011)

» Lexical, contextual and structural features

window
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Figure: Attribute classification - Optimization Pipeline
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Containment Relation Extraction

4. Containment Relation Extraction
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Containment Relation Extraction

Methodology

» Relation extraction between two entities el and e2 (left to right)
» el temporally contains e2
» el is temporally contained by €2
» there is no temporal containment relation between el and e2

» One model for EVENT-EVENT, EVENT-TIMEX3 and
TIMEX3-TIMEX3 relations

» Two models for within- and cross-sentence relations

IS-CONTAINED
CONTAINS IS-CONTAINED

The last time the dose was increased was in February 2010 .
TIMEX3 - EVENT - EVENT - - TIMEX3

Figure: Within-sentence relation example
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Containment Relation Extraction

Network Architecture (Tourille et al. 2017)
The [last time the dose was increased] was in February 2010
softmax

projection

concatenation
backward LSTM
forward LSTM

input
embeddings

last time the dose was |increased

TIMEX3 EVENT

Figure: Containment relation extraction - System architecture
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Input Embedding

Feeding the Networks

Preprocessing

» cTAKES (Savova et al. 2010): Sentence and token boundaries, token
type, semantic type

» HeidelTime (Strotgen et al. 2015)

Concatenation
» a character-based embedding

» a pre-computed word embedding on MIMIC-III corpus (Johnson
et al. 2016)

» one embedding per gold standard attribute (DCT and
CONTAINS subtasks)

» one embedding per cTAKES and HeidelTime attribute (EVENT
and TIMEX3 subtasks)
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Input Embedding

Network Architecture

features word2vec character-level
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Figure: Input embeddings - System architecture
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Domain Adaptation

Strategies

Phase 1 (no target domain data)

1. STATIC - Block further tuning of the word embeddings during
network training

2. REPLACE - Randomly replace tokens from event entities with the
'unknown’ token — force the network to use context

— No strategy applied for TIMEX3
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Domain Adaptation

Strategies

Phase 1 (no target domain data)

1. STATIC - Block further tuning of the word embeddings during
network training

2. REPLACE - Randomly replace tokens from event entities with the
'unknown’ token — force the network to use context

— No strategy applied for TIMEX3

Phase 2 (a little target domain data)

1. ALL - Mix both domain and target data with stratified
randomization

2. 30-30 - Match the number of target domain documents with an equal
number of source domain documents — Balanced training corpus

Julien Tourille (LIMSI, CNRS) LIMSI-COT at SemEval-2017 Task 12 August 4, 2017 17 / 22



1. Task Description

2. Medical Event and Temporal Expression Extraction
3. Attribute and DCT Relation Classification

4. Containment Relation Extraction

5. Input Embedding

6. Domain Adaptation

7. Results

«O>» «Fr «=Z»r «E»

i
u
S
o
i)



Results

Performance on Test Set - Phase 1

STATIC REPLACE 172 '16°

P R F1 P R F1 F1 F1

EVENT Span .62* .84 72° 61 84 .71 .72 .90
EVENT Modality .b5* 75* 64* 54 75 .62 .64 .86
EVENT Degree .62* .83* .71* .60 .83 .70 .71 .90
EVENT Polarity .60* .82 69° 59 .82 .68 .69 .89
EVENT Type .61* .82 70" 59 .82 .69 .70 .88
TIMEX3 Span 42 66 .51 - - - 551 .80
TIMEX3 Class 40 .63 .49 - - - .53 a7
DCT Relation 44* 60 517 .44  .60* .51 .51 .76
CONTAINS .28* .40 .33* 26 .41* .32 .34 .48

2 Best performance for the phase (SemEval 2017)

b Best performance during Clinical TempEval 2016 (same domain for train
and test)

* Best performance between STATIC and REPLACE strategies

Table: Results obtained by our system for phase 1
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Results

Performance on Test Set - Phase 2

ALL 30-30 170 '16° @,©

P R FL P R F1 F1L Fl FI

EVENT Span 69* 85 76° .66 .87* .75 76 .90 .72
EVENT Modality 63" .78 70" .60 .78* .68 .69 .86 .64
EVENT Degree 68* .84 75 65 .85* .74 .75 .90 .71
EVENT Polarity 68* 84 75" 64 .84 73 75 89 .69
EVENT Type 68* .83 75° 64 .84* 73 75 88 .70
TIMEX3 Span 51* .67* .58* 45 .62 52 50 .80 .49
TIMEX3 Class 49* 64* 55* 43 59 50 56 .77 51
DCT Relation 54* 66 59° 51 .67* 58 .59 .76 .51
CONTAINS 24* 44* 32* 21 42 28 32 48 .33

2 Best performance for the phase

b Best performance during Clinical TempEval 2016 (same domain for train and test)

¢ Best score obtained by our system during phase 1
* Best performance between ALL and 30-30 strategies

Table: Results obtained by our system for phase 2
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Results

Performance on Test Set - Phase 2

ALL 30-30 17t 160 @

P R F1 P R F1 F1 F1 F1

EVENT Span 76* .75 72
EVENT Modality .70* .68 .64
EVENT Degree .75* 74 71
EVENT Polarity .75* .73 .69
EVENT Type .75* .73 .70
TIMEX3 Span .58* .52 49
TIMEX3 Class .55* .50 .51
DCT Relation .59* .58 .51
CONTAINS .32* .28 .33

2 Best performance for the phase

b Best performance during Clinical TempEval 2016 (same domain for train and test)

¢ Best score obtained by our system during phase 1
* Best performance between ALL and 30-30 strategies

Table: Results obtained by our system for phase 2
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Conclusion

Present work

» Our models perform well for most tasks except for TIMEX3 extraction

v

Training with no target domain data is hard

v

Little target domain data significantly improves performance

v

More data seem to work better than having a balanced dataset

Future work
» Take into account left and right contexts — Done !

» Joint learning of entities and relations

v

Predict coherent temporal graphs

v

Switch to neural architecture for attribute classification
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