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Objectives

1. Contains relation extraction between medical events
and/or temporal expressions
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2. Document Creation Time (DCT) relation extraction
between medical events and documents
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3. Multilingual methods and models
(French and English)

| : DR Task':
I | |
FR I MERLOT —> Preprocessing <«—— CoreNLP : | e i
: | i | Classifier | !
Feature
> Selection
T I
I
EN : THYME |—>{ Preprocessing {«—— CcTAKES | | ' | Anchor ,| Contains | |
| | | Detection Classifier | i
I

____________________________________

Contains relation extraction

1 — Container anchor identification

Objective: detect entities that are more likely to be the anchor of
narrative containers
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2 — Contains relation extraction

Objective: entity pair classification
Method: we cast a 2-category problem (contains, no-relation) as a 3-
category problem (contains, is-contained, no-relation)
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Results — DCT Relations

French (MERLOT) English (THYME)

P R F1 P R F1
baseline 0.67 0.67 0.67 047 0.47 0.47
bef./over. 0.68 069 069 073 0.60 0.66
before 081 060 069 088 0.88 0.88
after 079 069 0.73 084 0.84 084
overlap 0.88 092 090 088 090 0.89
micro-average 0.83 084 083 087 087 0.87
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Temporal relation extraction between medical

Corpora: Electronic Health Records

1. THYME (English): clinical and pathological documents

from the Mayo Clinic

2. MERLOT (French): clinical documents from a
Gastroenterology, Hepatology and Nutrition

department

events and Document Creation Time (DCT)

-> Event classification

Method: supervised classification
Classes: before, before-overlap, overlap, after

Strategies

1. Plain lexical forms
2. Word embeddings computed with word2vec

Best Algorithms and Strategies

Language Classifier Algorithm Word Embeddings ?
IS _ CONTAINER SVM (Linear) NO
FR CONTAINS_REL SVM (Linear) NO
DocTime SVM (Linear) NO
IS _ CONTAINER SVM (Linear) NO
EN CONTAINS_ REL SVM (Linear) NO
DocTime SVM (Linear) NO
Features
g g 2
Feature IS L: 2
a8 8 &S
Entity type v oV
Entity form v o ovov
Entity attributes v ooV v
Entity position (within the document) v ooV v
Container model output v
Document type v o ov v
Contextual entity forms v o ov v
Contextual entity types v o oov v
Contextual entity attributes v o ov v
Container model output for contextual entities v
PoS tag of the sentence verb v oV
Contextual token forms (unigrams) v oV
Contextual token PoS tags (unigrams) v oV
Contextual token forms (bigrams) v oV
Contextual token PoS tags (bigrams) v oV

Results — Contains Relations

French (MERLOT)

English (THYME)

P R F1 P R F1
baseline 043 0.15 0.22 055 0.06 0.11
no-relation 099 100 099 096 098 0.97
contains 0./5 057 065 061 047 0.53
micro-average 098 098 098 093 094 0.93
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