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Container Relation Subtask (CR) Document Creation Time Relation Subtask (DR)

Task Objective: identify narrative container relations. Task objective: identify the relation between an event and the document
creation time.

Container Classifier

Objective: classification of entities according to whether or not
they are the source of one or more CONTAINS relations

DocTime Relation Classifier

Objective: EVENT classification according to their relation to the
Document Creation Time
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Objective: classification of entity pairs within sentences Metamap BioLemmatizer

Method:

* Transformation of a 2-category problem (contains, no-
relation) into a 3-category problem (contains, no-relation, is-
contained) to reduce the number of pairs.

Strategies

* RUN 1: Plain lexical features: surface forms
* RUN 2: Word Embeddings: vectors calculated on the MIMIC Il corpus
using word2vec
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Method: Machine learning algorithms used for the final submission
 3-category problem (contains, is-contained, no-relation) Features
* 3-sentence window . : :
©5 55 £& £
[ IS-CONTAINED Y CONTAINS ) Feature E g ':_3 .ﬁ £ .ﬁ E .ﬁ
Hemicolectomy planned for January 29, 2010 . Ventral hernia repair will also be performed . o ®© g 1) 5 © Vo
EVENT - - TIMEX - - - EVENT - - - - el S OO c o c O
Surface form v v v v
+ Gold standard attributes v v v v
Lemma v v v
. . POS and CPOS tags v v v
List detection module : .
Semantic types and semantic groups v v v v
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Run Ref Pred Corr P R F1 Sentence context
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